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Visual Servo of a 6-DOF Robotic Stereo Flexible
Endoscope Based on da Vinci
Research Kit (dVRK) System

Xin Ma , Chengzhi Song , Philip Waiyan Chiu , and Zheng Li , Member, IEEE

Abstract—Endoscopes play an important role in minimally inva-
sive surgery (MIS). Due to the advantages of less occupied motion
space and enhanced safety, flexible endoscopes are drawing more
and more attention. However, the structure of the flexible section
makes it difficult for surgeons to manually rotate and guide the
view of endoscopes. To solve these problems, we developed a 6-DOF
robotic stereo flexible endoscope (RSFE) based on the da Vinci
Research Kit (dVRK). Then an image-based endoscope guidance
method with depth information is proposed for the RSFE. With this
method, the view and insertion depth of the RSFE can be adjusted
by tracking the surgical instruments automatically. Additionally,
an image-based view rotation control method is proposed, with
which the rotation of the view can be controlled by tracking two
surgical instruments. The experimental results show that the pro-
posed methods control the direction and rotation of the view of the
flexible endoscope faster than the manual control method. Lastly,
an ex vivo experiment is performed to demonstrate the feasibility
of the proposed control method and system.

Index Terms—Surgical robotics, laparoscopy, visual tracking,
flexible robots.

I. INTRODUCTION

ENDOSCOPES act as the eyes of the surgeon in MIS.
Their safety and flexibility have major influence on the

performance of surgeries. Therefore, many novel endoscopes
have been developed in the last decade such as magnetic actu-
ated endoscopes [1] and flexible endoscopes [2]. The magnetic
actuated endoscopes [3] have realized noncontact control and
smaller motion space occupation. But their performances are
highly affected by the magnetic and electric fields, thus causing
inconvenience during surgeries. Flexible endoscopes have the
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advantages of smaller occupied space, enhanced safety and
higher dexterity [4]. However, most of existing flexible endo-
scopes used in the laparoscopic surgery are manually controlled,
such as the EndoEYE [5] and an articulated universal joint
based flexible access robot proposed in reference [6]. These
manually controlled flexible endoscopes often bring confusion
to camera drivers and increase the learning curve [7]. What’s
worse, driving manually controlled endoscopes will cause the
fatigue of assistant surgeons. To address these challenges, some
semi-robotic flexible endoscope systems have been proposed
in references [8]–[10]. But only two or three DOFs can be
controlled by motors in these semi-robotic flexible endoscope
systems [8]–[10]. Tsutomu et al. propose a new 4 DOFs robotic-
assisted flexible endoscope [11]. In our previous works [12],
[13], a 6-DOF robotic monocular flexible endoscope based on
dVRK is proposed. Yet, the results of the user study and ex-vivo
experiments with the proposed endoscope show that the view
control methods of the robotized flexible endoscope need to be
further studied.

Recently, the remote-control method is used commonly to
control robotic endoscopes [11]. For example, Naviot in [14]
adopts two buttons as hand controller; the da Vinci platform,
which is introduced by Intuitive [15], combines master tool
manipulator with foot pedal tray to remotely control robotic
endoscopes. However, these methods have some drawbacks
such as discontinuous surgical flow. In 2017, an innovative
master interface, which enables the continuous surgical flow,
is introduced [16]. Another popular remote-control method is
to adjust the view of the endoscope by using facial [17], eye
[18] or voice [19] information. In 2003, Nishikawa et al. pro-
posed a facial motion-based interface with which surgeons can
control endoscopes by facial expressions [14]. Then, an eye
motion-based interface is presented [18], in which stand-alone
eye trackers are used to obtain the position of the eye gaze
to control endoscope. However, it is difficult for surgeons to
control their eye or facial motions during surgeries. In 2006,
Nathan et al. tested the voice-controlled robotic assist scope
holder AESOP [19]. It is not perfect either: operating surgeons
cannot give verbal orders to assistants and AESOP at the same
time. Worse still, manipulating these controllers makes it more
complex and difficult for surgeons to perform operations.

Image-based control [20], [21], which can reduce the diffi-
culties of operating endoscopes for surgeons, is another way to
adjust the view of endoscopes. In 2005, a semi-robotic flexible
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endoscope system, whose view direction can be adjusted by
tracking the markers attached on the surgical instruments, is
developed. In the work [11], two DOFs of a flexible endoscope
can be automatically controlled based on the target’s depth
information. The depth information is estimated by using the
homography matrix. Then in 2014, surgical instruments tracking
interface is applied on the rigid structure robot ViKY [22]. Our
previous work extends this technique to a 6-DOF monocular
flexible endoscope system [13]. A predictive controller is used
to estimate the depth information of the surgical instruments.
However, the depth information estimated by the predictive con-
troller is not accurate. Additionally, the insertion depth and the
rotation view of the endoscope cannot be adjusted automatically
based on the above systems.

In this article, an RSFE integrated with the dVRK is proposed.
It can provide the depth information of the end-effectors of
surgical instruments by using the stereo vision technic. Then,
an image-based endoscope guidance method with depth infor-
mation is proposed for the RSFE. Furthermore, an image-based
view rotation control method is presented. In short, the inser-
tion depth and the rotation view of the existing commercial
endoscope systems cannot be adjusted automatically. With the
proposed method and system, the depth and the view can be au-
tomatically controlled by tracking surgical instruments without
causing miscommunication. Main contributions of this paper are
as follows:

1) developed a RSFE based on the tendon-driven contin-
uum mechanism (TCM) [23] and integrated it with the
dVRK; proposed an image-based endoscope view guid-
ance method with depth information;

2) presented an image-based view rotation control method
for the RSFE.

The rest of this paper is organized as follows. In Section II,
the modelling of the RSFE is introduced. In Section III, the
image-based view guidance method for the RSFE with depth
information is detailed. In Section IV, the image-based view
rotation control method is proposed. In Section V, the experi-
mental results are shown in detail. At last, Section VI concludes
this paper.

II. THE MODELING OF THE RSFE

The structure of the RSFE is shown in Fig. 1. In this design, a
flexible endoscope module is developed, which is mechanically
integrated with the patient side manipulator (PSM) through a
modified mounting backend. The flexible endoscope module
includes two mini-cameras, a TCM and a shaft. The PSM is
a 7-DOF actuated manipulator containing 7 joints, six of which
are adopted in our proposed system. Joints 1 to 4 control the
pitch, yaw, insertion and roll of the attached flexible endoscope
module separately. The 5th joint and 6th joints are coupled
together to actuate the orthogonal bending motions of the TCM.
The coordinate frames for modeling are shown in Fig. 1. The
attachments of frame {0} to frame {4} are the same as those of
the original dVRK system [24]. The frame {4} is attached to the
distal end of the shaft, which is also set as the base frame for the
TCM. The frame {e} is attached to the distal end of the TCM. The

Fig. 1. The structure of the proposed RSFE and the coordinate frames for
kinematics modeling.

TABLE I
HYBRID DH TABLE

frame {cam} is attached to the center of the two mini-cameras.
In this article, the kinematic modeling of the proposed RSFE
follows the Denavit-Hartenberg (DH) convention. The matrix
0
cT is the relationship between the joint positions and the pose of
the frame {c}, which can be computed by the following equation:

0
cT = 0

1T
1
2T

2
3T

3
4T

4
eT

e
cT (1)

where e
cT is the transformation from the frame {e} to the

frame {c}, 4
eT is the transformation from frame {4} to frame

{e} and j−1
j T (j ∈ [1, 4]) stands for the transformation from

frame {j − 1} to frame {j}, which can be obtained with the
hybrid table of DH parameters shown in Table I. In Table I,
parameter a represents the movement along the X axis relative
to the current frame; α represents the rotation around the X axis
relative to the current frame; D represents the movement along
the Z axis relative to the current frame; θ represents the rotation
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around the Z axis relative to the current frame; k represents
the curvature of the TCM, and ϕ represents the bending angle
out of bending plane. q1, q2, q3, q4, q5, q6 represent the absolute
angles of the 1st, 2nd, 3rd, 4th, 5th and 6th joint, respectively.
The structure parameters in the system are: lRCC = 0.4318m,
which is the distance from the origin of the 3rd frame to the
remote center point; ltool = 0.4162m, which is the length of the
shaft; lcam = 0.03m, which is the distance from the origin of
frame {e} to frame {cam}. Type 1, 2, 3 and 0 represent revolute
joint, prismatic joint, flexible joint and no joint, respectively.

In this paper, the direct kinematics of the TCM (4eT ) can be
drawn from the following matrix [25]: eq. (2) shown at the
bottom of this page, where cks = cos(k · s), sks = sin(k · s),
cϕ = cos(ϕ), sϕ = sin(ϕ), s stands for the length of the TCM,
ϕ and k are the direction out of bending plane and the curvature
of the TCM, separately. Lastly, the transformation from frame
{e} to the frame on camera {c} is a constant matrix e

cT :

e
cT =

⎡
⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 lcam

0 0 0 1

⎤
⎥⎥⎥⎦ (3)

The relationship between the joint motion and the motion
of the frame {cam} with respect to the frame {0} is described
through the Jacobian 0Jc. 0Jc(i1), i1 ∈ [1, 6] is the i1-th col-
umn of the 0Jc. The first 4 columns of the 0Jc with reference
to the frame {0} (0Jc(i1), i1 ∈ [1, 4]) can be obtained by dif-
ferential inverse kinematics equation from [26]. The 5th and 6th
columns of 0Jc can be computed by the following equation:

0Jc(i1), i1 ∈ [5, 6] = Adg04 · 4Jc (4)

where Adg04 = [
0
4R 03×3

03×3
0
4R

]6×6, 0
4R is the rotation matrix ob-

tained from 0
4T , and 4Jc can be computed by the following

equation:

4Jc

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(cks−1)sϕ
k − sks · lcam · sϕ c1 · cϕ + s · cks · lcam · cϕ

sks · lcam · cϕ− (cks−1)cϕ
k c1 · sϕ + s · cks · lcam · sϕ

0 − (sks−k·s·cks)
k2 − s · sks · lcam

−cϕ · sks −s · sϕ
−sϕ · sks s · cϕ
1− cks 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5)

where c1 = (cks+k·s·sks−1)
k2 .

The relationship between the velocity of the joints (Q̇) and
the velocity of the frame {cam} (Ẋ) is shown as follows:

0JcQ̇ = Ẋ (6)

III. VISION GUIDANCE WITH DEPTH INFORMATION

In this paper, two identical endoscope cameras are installed
in parallel. Therefore, we assume that the focal lengths of two
cameras (f ) are the same, and b is the distance between the two
cameras.

The relationship between the image coordinate system and
camera coordinate system is shown as follows [27]:

lu = f
cx+ b

2
cz

, lv = f
cy
cz

ru = f
cx− b

2
cz

, rv = f
cy
cz

(7)

where the ( cx cy cz ) is the 3D coordinate of the point P
in the camera frame. pl = ( lu lv ) and pr = ( ru rv ) are the
coordinates of the point P on the left image and right image,
respectively. f is the focal lengths of the two cameras. We set
Ip = [ lu lv ru rv ]T . The derivative I ṗ is given by:

I ṗ = cJIẊ = cJI
0JcQ̇ (8)

where

cJI

=

⎡
⎢⎢⎢⎢⎢⎣

− sc
b 0 lu sc

bf

lulv
f

−lu(lu+ru)
2f − f lu

0 − sc
b

lv sc
bf

lv2

f + f −lv
lu+ru
2f − lu+ru

2

− sc
b 0 ru sc

bf

rulv
f

−ru(lu+ru)
2f − f lv

0 − sc
b

lv sc
bf

lv2

f + f −lv
lu+ru
2f − lu+ru

2

⎤
⎥⎥⎥⎥⎥⎦

and sc =
lu− ru.

A. Task Function for the Mean of the Image Points on the
Left Image

In order to make the surgical instruments at the center of the
left image, let φa � R2 denote a task function defined as the
sample mean:

φa =

(
1
m

∑m
i=1

lui

1
m

∑m
i=1

lvi

)
(9)

where m is the number of the surgical instruments detected on
the left image and the (lui,

lvi) is the coordinate of the i-th
surgical instrument’s tip on the left image. The time derivative

4
eT =

⎡
⎢⎢⎢⎢⎣

(cks − 1) · cϕ2 + 1 (cks − 1) · sϕ · cϕ sks · cϕ (1−cks)·cϕ
k

(cks − 1) · sϕ · cϕ (1− cks) · cϕ2 + cks sks · sϕ (1−cks)·sϕ
k

−sks · cϕ −sks · sϕ cks
sks

k

0 0 0 1

⎤
⎥⎥⎥⎥⎦

(2)
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Fig. 2. The model of the stereo vision system.
∑

l and
∑

l represent the left
and right image coordinate systems, respectively.

∑
c represents the camera

coordinate system.

Fig. 3. The process of the angle calculation on the images.

φa is given by:

φ̇a = Ja

⎡
⎢⎢⎢⎢⎣

I ṗ1

I ṗ2

...
I ṗk

⎤
⎥⎥⎥⎥⎦
= Ja

⎡
⎢⎢⎢⎢⎣

c1JI

c2JI

...
ckJI

⎤
⎥⎥⎥⎥⎦
Ẋ = Ja

⎡
⎢⎢⎢⎢⎣

c1JI

c2JI

...
ckJI

⎤
⎥⎥⎥⎥⎦

0JcQ̇

(10)

where Ja = 1
m [ ag2×4 · · · ag2×4 ] and ag2×4 is the 2× 4 ma-

trix repsseated for m times. ag2×4 = [
1 0 0 0
0 1 0 0

]. ciJI is the ith

target’s Jacobian for image represented in the camera frame. I ṗi

is the time derivative of the ith Ip.

B. Task Function for Insertion Depth Control

As shown in Fig. 2, the depth information of each tip of the
surgical instruments can be obtained by the following equation:

czi =
bf

lui − rui
(11)

where czsi is the depth information of the ith surgical instru-
ment’s tip. (lui,

lvi) and (rui,
rvi) are the coordinates of the

ith surgical instrument’s tip on the left image and right image,
respectively. Let φb � R1 denote a task function defined as the
mean depth of the target, which can be shown as follows:

φb =
1

m

m∑
i=1

zi =
1

m

m∑
i=1

bf
lui − rui

(12)

The time derivative of φb is given by:

φ̇b = Jb

⎡
⎢⎢⎢⎢⎣

I ṗ1

I ṗ2

...
I ṗk

⎤
⎥⎥⎥⎥⎦
= Jb

⎡
⎢⎢⎢⎢⎣

IJc1

IJc2

...
IJck

⎤
⎥⎥⎥⎥⎦
Ẋ = Jb

⎡
⎢⎢⎢⎢⎣

IJc1

IJc2

...
IJck

⎤
⎥⎥⎥⎥⎦

0JcQ̇

(13)

whereJb =
1
m [ bg1×4 · · · bg1×4 ] and bg1×4 is the 1× 4matrix

repeated for m times. bg1×4 = [− bf

(lui−rui)
2 0 bf

(lui−rui)
2 0 ].

C. View and Insertion Depth Control for RSFE

In this paper, the optimal control method is used to achieve
the image-based control with the depth information. The object
function is shown as follows:

f(Q̇) = β1((q̇1)
2 + (q̇2)

2) + β2((q̇3)
2 + (q̇4)

2

+ (q̇5)
2 + (q̇6)

2) (14)

where β1 and β2 are weight factors to reduce the movements of
the first and the second joints. The q̇i is the angle changes of
the ith joint and Q̇ = (q̇1, q̇2, q̇3, q̇4, q̇5, q̇6)T can be estimated
by minimizing the objective function. Here the Levenberg–
Marquardt algorithm is used to perform the optimization.

minimize f(Q̇)

subject to

[
φ̇a

φ̇b

]
=

[
Ja

Jb

]
⎡
⎢⎢⎢⎢⎣

c1JI

c2JI

...
ckJI

⎤
⎥⎥⎥⎥⎦

0JcQ̇ (15)

IV. VIEW ROLLING WITH VISION GUIDANCE

In this section, a novel image-based view rotation control
method is proposed. With this method, the rotation of the view of
the RSFE can be controlled by tracking two surgical instruments.

A. Image Processing Method

In this paper, green is chosen as the marker’s color. Markers
are attached on the surface of the surgical instruments’ distal end
[28]. The image processing method is as follows [11], [29]: (1)
Color-based image segmentation method is utilized to segment
the green areas on each RGB frame [30], [31]. Once green areas
are selected, the RGB frame is converted to gray scale where
it is then smoothed by using a Gaussian filter. The connected
areas below a fixed size threshold (60 pixels) are removed. (2)
shown at the bottom of the previous page, Then, the center
coordinates of all selected connected areas are obtained by using
the gray centroid method. (3) Lastly, the angle between the line
connecting two points and the horizontal line on the images is
calculated.

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on April 29,2020 at 02:50:05 UTC from IEEE Xplore.  Restrictions apply. 



824 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 5, NO. 2, APRIL 2020

B. Task Function for the View Rotation of the Image

Let φc � R1 denote a task function defined as the angle (θ)
between the horizontal line and the obtained line on the image
plane, which can be expressed as follows:

φc = θ = arc tan

(
lu1 − lu2

lv1 − lv2

)
(16)

where (lu1,
lv1) is the coordinate of the first surgical instrument

on the left image, and (lu2,
lv2) is the coordinate of the second

surgical instrument on the left image. We set Δu = lu1 − lu2

and Δv = lv1 − lv2. Then the derivative of φc is given by:

φ̇c = Jc

[
I ṗ1
I ṗ2

]
= Jc

[
IJc1
IJc2

]
0JcQ̇ (17)

where

Jc =

[
1

1 + (Δu
Δv )

2 − Δu

(1 + (Δu
Δv )

2
)Δv2

0 0

− 1

1 + (Δu
Δv )

2

Δu

(1 + (Δu
Δv )

2
)Δv2

0 0
]
.

C. Rotation Control for RSFE

Due to possible assembly and manufacturing error, friction
and plastic deformation of the wires with the proposed endo-
scope system, the view of the endoscope may deviate from its
normal direction when it is being rotated. The deviation will, in
turn, cause the surgical instruments to move out of the view. To
solve this problem, in this paper, the instruments are tracked as
the view is being rotated. The optimal control method is used,
and the object function is shown as follows:

f(Q̇) = β1((q̇1)
2 + (q̇2)

2) + β2((q̇3)
2

+ (q̇4)
2 + (q̇5)

2 + (q̇6)
2) (18)

where β1 and β2 are weight factors to reduce the movements of
the first and the second joints, and Q̇ can be estimated by min-
imizing the objective function. Here the Levenberg–Marquardt
algorithm is used to perform the optimization.

minimize f(Q̇)

subject to

[
φ̇a

φ̇c

]
=

[
Ja

Jc

] [
c1JI
c2JI

]
cJ0Q̇ (19)

V. EXPERIMENTS

A. Experimental Platform

As shown in Fig. 4, the experimental platform consists of
four parts: a flexible endoscope module, a PSM, a controller
and a computer. The flexible endoscope module includes two
mini-cameras, a TCM, a shaft and a backend. The resolution of
the two mini-cameras is 640× 480 with the 8 mm base length.
The diameter of each mini-camera is 7.5 mm, and its frequency
is 30 fps. The shaft is made by hollow carbon material with
a length of 416 mm. The TCM is 40 mm long and is made
with 8 vertebras equally placed along the elastic backbone.
Two groups of actuating tendons are fixed on the distal end of
TCM through the pilot holes on each vertebra. All tendons are

Fig. 4. Experimental platform.

passed through the hollow shaft and anchored on the capstans
assembled on the modified mounting backend. The backend is
an interface to integrate the flexible endoscope module into the
robotic holding system. As the surgeons suggest, a foot pedal
tray from dVRK is adopted to receive command from operating
surgeons. The ‘COAG’ button is adopted to switch ON/OFF, the
auto tracking function (direction tracking and depth tracking).
The ‘CAMERA’ button is adopted to initiate the distal rolling
for image-based view rotation.

B. Stationary Target Tracking Experiments

In this part, a stationary green marker is tracked by using the
RSFE, as shown in Fig. 4(a). The diameter of the marker is 1cm.
The value of the permissible image error is set as 10 pixels,
and the value of the permissible depth error is set as 3 mm.
The desired target image coordinate is the center coordinate
of the image (320, 240), and the desired distance between the
endoscope and the target is 60 mm. In the meantime, an NDI
3D Guidance trakSTAR system is used to measure the depth
information of the target as ground truth. The static position
accuracy of the 6 degrees-of-freedom (DOF) EM sensor is
1.4 mm within the measurable ranges. The measurable ranges
of the trakSTAR system is 290 mm × 184 mm × 64 mm, and
the update rate is 80HZ. The tracking tests are repeated for three
times.

The stationary target tracking trajectories on the left image
are shown in Fig. 5(a). The pink triangles are the initial and the
desired positions on the image, respectively. The blue, red and
black lines are the trajectories of the three tests, respectively.
The image errors and depth errors are shown in Fig. 5(b) and
Fig. 5(c), respectively. Fig. 5(d) shows the run time of each
step. In this paper, the image error is defined as the distance
between the target’s current image coordinates and the desired
image coordinates. The depth error is defined as the distance
between the endoscope and the desired target’s position in the
camera coordinate system. We can see that the stationary target
can be moved to the desired image position and the desired depth
rapidly and reliably.
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Fig. 5. Stationary target tracking results. (a) The pink points are the initial and
the desired image positions, respectively. The blue, red and black lines are the
trajectories of the three tests. (b) The blue, red and black lines are the image
errors of each step in the three tests, respectively. (c) The blue, red and black
lines are the target’s depth information of each step in the three tests measured
by two cameras, respectively. The blue, red and black dotted lines are the target’s
depth information of each step in the three tests measured by two EM sensors,
respectively. (d) The blue, red and black lines are the run time of each step in
the three tests, respectively.

Fig. 6. Rotation control of the view of the RSFE. The blue, red and black lines
represent the distance and angle errors in each test.

C. View Rotating Experiments

As shown in Fig. 4(b), in order to test the performance of the
proposed view rotation control method, two stationary targets
are tracked to control the view rotation of the RSFE three times.
In this study, the line generated by two stationary targets is
adjusted to be parallel to the horizontal line on the image. The
initial angle between the obtained line and the horizontal line
on the image is 37°. The initial distance between the midpoint
of the two targets and the center of the left image is 190 pixels.
The desired target image coordinates are the center coordinate
of the image (320, 240), and the desired angle is 0°. The value
of the permissible image error is set as 10 pixels, and the value
of the permissible angle error is set as 5°. The distances from
the midpoint of the two targets to the center of the left images in
each step are shown in Fig. 6(a). The angle errors on the image
are shown in Fig. 6(b). The blue, red and black lines represent
the image error and angle error in each test. We can see that the
image error decreases from 190 pixels to less than 5 pixels in 20
steps, and the angle error decreases from 33° to less than 5° in
20 steps.

Fig. 7. The comparison experiments between the proposed view guidance
method and the manual control method. The four red points are the target points
which spread out in a phantom model at varying positions.

Fig. 8. The required time with both the proposed view guidance method and
the manual control method. The blue boxes are the required time by using the
proposed method. The red boxes are the required time by using the manual
control method.

D. Comparison Experiments Between the Proposed View
Guidance Method and the Manual Control Method

In this part, an experiment is designed in which a participant
needs to control the RSFE with both the proposed control method
and manual control method ten times. The purpose of this study
is to assess the feasibility of the proposed control method by
determining whether it brings any improvement in terms of
speed and convenience over a manual control system. In this
study, four red points are the target points which spread out in
a phantom model at varying positions, as shown in Fig. 7. Then
the participant needs to control the RSFE to make each target to
the center of the field of the view. Meanwhile, insertion depth
needs to be adjusted to make the target within the field depth
of the mini-cameras. Manual control of the system is performed
via a foot pedal input. The view guidance tests are repeated for
ten times.

The required time of each test with both the proposed view
guidance method and the manual control method is shown in
Fig. 8. From the results we can see that the proposed image-based
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TABLE II
VIEW ROTATING METHOD COMPARISON RESULTS

view guidance method can move to the desired position faster
than the manual control method.

E. Comparison Experiments Between the Proposed View
Rotation Control Method and Kinematic Model based View
Rotation Control Method

The view rotation of the endoscope can be controlled by both
kinematic model-based view rotation control method and the
proposed image-based view rotation method. In this part, an
experiment is designed to compare the two view rotation control
methods. Two methods are used to make the same line parallel
to the horizontal line on the image. The line is generated by
two stationary points on the image. The initial angle differences
between the generated line and the horizontal line on the images
are set as 30°, 40°, 50° and 60°, separately. The initial distance
between the center of the two stationary points and the center
of the image is 5 pixels in all tests. Image errors and control
time are selected as criteria to compare the two methods. Image
error is defined as the distance error between the generated line
and the horizontal line on the images. Due to the manufacturing
error, the stationary points in the view will gradually drift and
go beyond the field of view with the kinematic model-based
method, which will stop the control before reaching parallel
with horizontal line. The stopping angle is θT . To compare the
two methods, control time is defined as the time to reach θT for
both kinematic model-based and the proposed control methods.
From Table II, we can see that compared with the kinematic
model-based control method, the proposed control method is
faster and more accurate.

Taking the initial angel of 50° as an example, the images
obtained from the left endoscope by using the two methods
during view rotating are shown in Fig. 9, and the experimental
results are shown in Fig. 10. We can see that the distance
between the center of the two stationary points and the center
of the image can be kept in a smaller value when rotating the
view by using the proposed image-based view rotation method.
However, due to possible assembly and manufacturing errors of
the endoscope system, the distance between the center of the two
stationary points and the center of the image may keep increas-
ing by using the kinematic model-based view rotation control
method. Additionally, compared with kinematic model-based
view rotation control method, by using the proposed method, the
angle between the obtained line and the horizontal line decreases
faster.

Fig. 9. The images obtained from the left endoscope with the two control
methods during the view rotating.

Fig. 10. View rotation experiment results with the initial rotation angel of 50°.
(a) The red and black lines are the distance error bsy using the proposed image-
based rotation control method and inverse kinematic based control method,
respectively. (b) The red line is the run time by using the manual control method.

Fig. 11. Porcine Intestine and Stomach Inspection Experiment. The Left
Image is the Setup of the Ex Vivo Experiments. The Right Image is the Images
in the Abdominal Cavity Model.

F. Ex Vivo Experiments

In this section, an ex vivo test is conducted to demonstrate the
feasibility of the RSFE and the proposed control methods.

In this experiment, a surgeon adjusts the view rotation angle
of the RSFE with proposed image-based view rotation control
method. Then the surgeon is required to observe the porcine
intestine and stomach by using the proposed image-based view
guidance method. As shown in Fig. 11, the size of the porcine
stomach is around 15 cm × 30 cm, with a thickness ranging from
40 mm to 55 mm. The size of the porcine intestine is around
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3 cm × 30 cm. All samples are contained in a test box with a
width of 18cm and a length of 40 cm. The RSFE is introduced
into the test box via an opening. During the observation, sur-
gical instruments can be well tracked, and all the details of the
experimental samples can be captured by the RSFE. The surgeon
indicated that the trace function of the proposed endoscope will
not interrupt the surgery or prolong the procedure. However,
the continuous camera movements do cause the images to blur.
Therefore, we set an area in the middle of the images, and when
the markers’ coordinates are in this area, the proposed endoscope
will not track them [13]. Notice that, the proposed RSFE can be
easily used in both manual and multi-port robotic laparoscopy. In
manual laparoscopies, it can reduce surgeons’ fatigue and avoid
miscommunication. And in multi-port robotic laparoscopies, it
can reduce the occupied space and avoid miscommunication.

VI. CONCLUSION

In this paper, a Robotic Stereo Flexible Endoscope is de-
veloped based on dVRK system. Then an image-based view
guidance method with depth information is proposed for the
RSFE. With this method, the view of the flexible endoscope can
be adjusted by tracking surgical instruments, and the insertion
depth of the flexible endoscope can be adjusted to keep the
distance between the endoscope and the surgical instrument in
the desired working range. Compared with the manual control
method, the endoscope can reach the desired view faster and
more accurately. Additionally, an image-based view rotation
control method for the RSFE is presented, in this paper. With
this method, the rotation of the view can be adjusted by tracking
two surgical instruments. Compared with the traditional inverse
kinematic based control method, the rotation of the view can
be controlled faster and more accurately. Lastly, the feasibility
of the proposed control method and system is demonstrated by
an ex vivo experiment with an abdomen phantom. Our future
work aims at reducing motion blur, integrating with augmented
reality and applying the proposed system to in vivo experiments.
Additionally, the marker attachment method has limitations such
as contamination by blood and light source dependence. A
learning-based instruments’ tips identification method will be
further studied.
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